Abstract—Software watermarking involves embedding a unique identifier within a piece of software, to discourage software theft. The global revenue loss due to software piracy was estimated to be more than $50 billion in 2008. We survey the proposed register allocation based algorithms for software watermarking. This family of static watermarks are constraint-based and embed the watermark in a solution to a graph colouring problem; the graph colouring is then used to allocate registers. Register allocation is the process of allocating program variables to a finite number of CPU registers and a compiler commonly uses graph colouring to obtain the best allocation. We describe the existing techniques and highlight the shortcomings of these algorithms, namely that they are highly susceptible to semantics preserving transformations.
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I. INTRODUCTION

Software theft, also known as software piracy, is the act of copying a legitimate application and illegally distributing that software, either free or for profit. Legal methods to protect software producers such as copyright laws, patents and license agreements [1] do not always dissuade people from stealing software, especially in emerging markets where the price of software is high and incomes are low. Ethical arguments, such as fair compensation for producers, by software manufacturers, law enforcement agencies and industry lobbyists also do little to counter software piracy. The global revenue loss due to software piracy was estimated to be more than $50 billion in 2008 [2].

Technical measures have been introduced to protect digital media and software, due to the ease of copying computer files. Some software protection techniques, of varying degrees of success, can be used to protect intellectual property contained within Java class-files. Java bytecode is higher level than machine code and is relatively easy to decompile with only a few problems to overcome [3].

Software watermarking involves embedding a unique identifier within a piece of software. It does not prevent theft but instead discourages software thieves by providing a means to identify the owner of a piece of software and/or the origin of the stolen software [4]. The hidden watermark can be used, at a later date, to prove ownership of stolen software. It is also possible to embed a unique customer identifier in each copy of the software distributed which allows the software company to identify the individual that copied the software.

In this paper, we examine register allocation based software watermarking algorithms; these algorithms are constraint-based static software watermarking techniques. Figure 1 shows the evolution of this family of algorithms on which we report previous findings, describe some recent additions (including a correction to a published algorithm) and conclude by suggesting a direction for future work.

II. BACKGROUND

A. Software Watermarking

Software watermarks can be broadly divided into two categories: static and dynamic [5]. The former is embedded in the data and/or code of the program, while the latter is embedded in a data structure built at runtime.

A watermark is embedded into a computer program through the use of an embedder; it can then be extracted by an extractor or verified by a recogniser. The former extracts the original watermark, while the latter merely confirms the presence of a watermark [6]. A watermark recognition or extraction algorithm may also be classified as blind, where the original program and watermark is unavailable, or informed, where the original program and/or watermark is available [7].

Watermarks should be resilient to semantics preserving transformations and ideally it should be possible to recognise a watermark from a partial program. Semantics preserving transformations, by definition, result in programs which are syntactically different from the original, but whose behaviour is the same. The attacker can attempt, by performing such transformations, to produce a semantically equivalent program with the watermark removed. Redundancy and recognition with a probability threshold may help with these problems [8].

The runtime cost of a program with an embedded watermark should not differ significantly from the original program but some transformations applied by the watermark could have an effect on size and execution time [9]. For example, Hattanda et al. [10] found that the size of a program, watermarked with Davidson/Myhrvold [11] algorithm,
increased by up to 24% and the performance decreased by up to 24%.

Register allocation based software watermarking algorithms are static software watermarking techniques which do not embed any extra code but add redundancy to the program by changing the use of registers.

B. Graph Colouring

In graph theory, the simplest form of graph colouring is a way of colouring the vertices of a graph such that no two adjacent vertices share the same colour. The graph colouring problem is NP-complete [12].

Consider the simple graph in figure 1; the graph contains four vertices and four edges. Vertex a is adjacent to vertices b and c therefore if a is red then b and c cannot be. Vertex d, on the other hand, is not adjacent to a and can therefore also be coloured red. Vertices b and c are therefore coloured blue. The smallest number of colours needed to colour this graph is 2. This is known as the chromatic number.

If we add another vertex, e, adjacent to c and d we must colour this with a third colour; e cannot be blue as it is adjacent to c and it cannot be red as it is adjacent to d (figure 2). The chromatic number of graph 2 is therefore 3.

Graph colouring has many real-world applications including register allocation in compilers [13].

C. Register Allocation

Register allocation is the process of assigning program variables to a finite number CPU registers [14]. Programmers can use any number of variables in their programs but there are a limited number of CPU registers to actually store the values of those variables.

An interference graph is used to model the relationship between the variables in a program method. Each vertex in the graph represents a variable and an edge between two variables indicates that their live ranges overlap. Simple put, a variable is live if it has been computed and will be used before being recomputed. We colour the graph in order to minimise the number of registers required and ensure that two live variables do not share a register.

Definition 1. Variable liveness [13]: A program variable is considered live at point L in a program P if there is a control flow path from the entry point of P to a definition of X and then through L to a use of X at point U, which has the property that there is no redefinition of X on the path between L and the use of X at U.

Consider the example pseudocode in listing 1 and it’s interference graph in 3. From the pseudocode we can see that variable v5 is not live at the same time as any other variable and is therefore unconnected in the graph. Variable v1, on the other hand, is live at the same time v2 and v3 are live; therefore they are connected in the interference graph.

The graph in figure 3 can be coloured, as shown in figure 4, using 3 colours. This means that the minimum number of registers needed to store the variables in the sample program is 3. Variables v1, v4 and v5 can use the same register because they are not live at the same time.
The sample program could be converted into pseudo-assembly code, shown below, where \( \text{add} \ X, \ Y, \ Z \) adds together \( Y \) and \( Z \) and stores the result in \( X \). \( Y \) or \( Z \) could be a literal value or the value in a register.

We can see that \( r1 \), \( r2 \) and \( r3 \) correspond to the three colours in the interference graph.

D. The Java Virtual Machine

The Java Virtual Machine is essentially a simple stack based machine which can be separated into five parts: the heap, program counter registers, method area, Java stacks and native method stacks [15]. The Java Virtual Machine Specification [16] defines the required behaviour of a Java virtual machine but does not specify any implementation details. Therefore the implementation of the Java Virtual Machine Specification can be designed differently for different platforms as long as it adheres to the specification. A Java Virtual Machine executes Java bytecode in class files conforming to the class file specification which is part of the Java Virtual Machine Specification [16] and updated for Java 1.6 in JSR202 [17].

An advantage of the virtual machine architecture is portability - any machine that implements the Java Virtual Machine Specification [16] is able to execute Java bytecode hence the slogan “Write once, run anywhere” [18]. Java bytecode is not strictly linked to the Java language and there are many compilers, and other tools, available which produce Java bytecode [19], [20] such as the Jikes compiler, Eclipse Java Development Tools or Jasmin bytecode assembler. Another advantage of the Java Virtual Machine is the runtime type-safety of programs. These two main advantages are properties of the Java Virtual Machine not the Java language.

III. THE QP ALGORITHM

The QP algorithm [21] is a constraint-based watermarking algorithm based on the concept of graph colouring. In the QP algorithm edges are added to the graph based on the value of the watermark. When edges are added to an interference graph the vertices that become connected must be re-coloured - and they cannot be assigned the same registers. In other words, we add a new constraint to the problem (the extra edges) and when we compute the graph colouring we have a solution which solves the graph colour problem and one which also includes the watermark.

The QP algorithm was proposed to embed watermarks in any graph colouring solution and can be applied to graph colouring for register allocation to embed watermarks in software.

The first step in the QP algorithm is to convert the message into binary, for example convert a string into binary by using ASCII codes. The next step is to add additional edges to the interference graph, in such a way that the extra edges encode the watermark. The QP algorithm requires that the vertices of the graph are indexed and relies on the ordering of such indices for embedding and extraction.

The originally published QP algorithm contained a minor
QP candidate vertices [21]: The nearest two vertices which are not connected to \( v_i \); \( i_2 > i_1 > i \) (mod \( n \)) and \((v_i,v_{i1}),(v_i,v_{i2}) \notin E \) and \((v_i,v_j) \in E \) for all \( i < j < i_1, i_1 < j < i_2 \).

Figure 6 shows an example interference graph for a program (it is not important which program, in these examples). In order to embed the watermark 1011011010_2 in the interference graph we use algorithm [1] Figure 7 shows the interference graph with dotted watermark edges; for clarity, these lines are labeled with the watermark value.

For each message bit we take the vertex with the corresponding index and look at the next two vertices which are not connected; if the message bit is 0 we add an edge between the current vertex and the next unconnected vertex, otherwise we add an edge to the second unconnected vertex.

For example, the first message bit is 1. Vertex \( v_0 \) is connected to vertices \( v_1 \) and \( v_2 \) therefore the next two unconnected vertices are \( v_3 \) and \( v_4 \). The message bit to embed is 1 so we add an edge between \( v_0 \) and \( v_4 \). The next two unconnected vertices after \( v_9 \) are \( v_0 \) and \( v_1 \); we add an edge between \( v_9 \) and \( v_0 \) because the watermark bit is 0.

The chromatic number of the original interference graph (figure 6) is 3, while the chromatic number of the watermarked graph is 4.

In order to extract the secret message we consider all pairs of coloured vertices which do not have edges between them. For each pair \( v_i, v_j \) we count how many vertices there are with indices between \( i \) and \( j \) which are not connected to \( v_i \).

**Definition 3.** Value of the watermark bit in the QP extraction algorithm [23]:

1. If \( n(i,j) = 0 \), the watermark bit is 0
2. If \( n(i,j) = 1 \), the watermark bit is 1
3. Otherwise, if \( n(j,i) = 0 \), the watermark bit is 0; if \( n(j,i) = 1 \), the watermark bit is 1; else the watermark bit is undefined.

where \( n(i,j) \) is the number of vertices between \( v_i \) and \( v_j \) which are not connected to \( v_i \).

For example, consider our watermarked graph in figure 7 in order to extract the watermark we would have to consider only the colours; the dotted edge information would be unavailable to us in practise. Between the pair \((v_0,v_4)\) there is one vertex, \( v_3 \), which is unconnected to \( v_0 \); thus the message bit is 1.

Qu and Potkonjak include two further embedding algorithms: selecting a maximal independent set (MIS) and adding vertices & edges. They also perform an experimental evaluation to compare the difficulty of colouring the original graphs vs. watermarked graphs, as well as the quality of the solution. They chose several graphs, including random and real-life benchmarks to perform the evaluation, and found that in almost all examples they obtain solutions of the same quality and with no overhead. Qu and Potkonjak built the first theoretical framework for analysing watermarking techniques and describe & provide proofs for their techniques.

Myles et al. [24] implemented the QP algorithm using register allocation; they found that a stricter embedding criteria are required due to the unpredictability of the colouring of vertices and the fact that one vertex can be used multiple times. Another, major, flaw in the QP algorithm is that it is

---

**Algorithm 1 Clarified QP embedding algorithm**

Input: a graph \( G(V, E) \), a message \( M = m_0m_1... \)

Output: a graph \( G'(V', E') \) with embedded message \( M \)

- copy \( G(V, E) \) to \( G'(V', E') \)
- \( j = 0 \)
  - for each bit in message as \( m_i \) do
    - if \( v_i \) has two candidate vertices \( v_{i1}, v_{i2} \) then
      - \( j++ \)
      - if \( m_j = 0 \) then
        - add edge \((v_i,v_{i1})\) to \( E' \)
      - else
        - add edge \((v_i,v_{i2})\) to \( E' \)
      - end if
    - end if
  - end for
- return \( G'(V', E') \)
possible to insert two different messages into an interference graph and obtained the same watermark graph [22]. The QP algorithm, therefore, is not extractable [25], [26]. It has also been shown that the QP graph solution can be modified in such a way that any message could be extracted [27]. We can clearly see this from our example, figure 7: consider the pair \((v_3, v_4)\); we can see that we could deduce that a watermark bit 0 is stored in an edge between these vertices. We know from our embedding that it is not, however it is impossible to tell this without the watermark edges. Qu and Potkonjak dismiss this problem, claiming that it will be hard to build a meaningful message particularly if the original message is encrypted by a one-way function [23].

Due to these flaws in the QP algorithm, Myles et al. [24] proposed an improvement which they call the QPS algorithm

Algorithm 2 QP extraction algorithm

Input: a graph \(G(V,E)\) with embedded message \(M\)
Output: a message \(M = m_0 m_1 \ldots\)
copy \(G(V,E)\) to \(G'(V',E')\)  
for each pair of unconnected vertices \(v_i, v_j\) do  
\(n = \) number of vertices not connected to \(v_i\) between \(v_i\) and \(v_j\)  
if \(n = 0\) then  
\(M = M + 0\)  
else if \(n = 1\) then  
\(M = M + 1\)  
else  
\(n = \) number of vertices not connected to \(v_i\) between \(v_j\) and \(v_i\)  
if \(n = 0\) then  
\(M = M + 0\)  
else if \(n = 1\) then  
\(M = M + 1\)  
else  
message bit undefined  
end if  
end if  
end for  
return \(M\).

IV. THE QPS ALGORITHM

The key difference between the QP and the QPS algorithms is the selection of vertices. In the QPS algorithm triples of vertices are selected such that they are isolated units that will not effect other vertices in the graph. As watermark bits can only be inserted where there are coloured triples the data-rate of this algorithm is far lower than the QP algorithm.

Definition 4. Coloured Triple [24]: Given a graph \(G\), a set of three vertices \(v_1, v_2, v_3\) (where \(v_1 < v_2 < v_3\)) is considered a coloured triple if they are vertices in \(G\), are non-adjacent and they are all the same colour.

Zhu et al. [25] provide clarified versions of the QPS algorithms which eliminate some ambiguities in the originals; we use these here and they are shown in algorithms 3 and 4.

Figure 8 shows an example graph with a coloured triple \(\{b, c, d\}\). The embedding algorithm is described, in pseudocode, in algorithm 3. Figure 9 shows the example graph, from figure 6, watermarked with \(101_2\) using the QPS algorithm. It is clear that the data-rate is much smaller than QPS; we can see that only 3 bits could be embedded using this algorithm.

Myles et al. implemented the QPS algorithm in Sandmark [28], an open-source tool for the study of software protection
Algorithm 3 Clarified QPS embedding algorithm

Input: a graph \( G(V, E) \), a message \( M = m_0m_1 \ldots \)
Output: a graph \( G'(V', E') \) with embedded message \( M \)

copy \( G(V, E) \) to \( G'(V', E') \)
\( n = |V| - 1 \)
\( WV = V \)
\( j = 0 \)

for all \( i \) from 0 to \( n \) do
  if possible find the nearest two vertices \( v_{i1}, v_{i2} \) in \( G' \)
  such that:
  \( v_i, v_{i1}, v_{i2} \) have the same colour
  and are a triple in \( G' \) and \( v_{i1}, v_{i2} \in WV \).
  \( WV = WV - \{v_{i1}, v_{i2}\} \)
  \( j++ \)
  if \( m_j = 0 \) then
    add edge \( (v_i, v_{i1}) \) to \( E' \)
  else
    add edge \( (v_i, v_{i2}) \) to \( E' \)
  end if
end for
return \( G'(V', E') \)

Algorithm 4 Clarified QPS extraction algorithm

Input: a graph \( G'(V', E') \) with embedded message \( M \)
Output: a message \( M = m_0m_1 \ldots \)

copy \( G(V, E) \) to \( G'(V', E') \)
\( n = |V| - 1 \)
\( WV = V \)
\( j = 0 \)

for all \( i \) from 0 to \( n \) do
  if possible find the nearest two vertices \( v_{i1}, v_{i2} \) in \( G' \)
  such that:
  \( v_i, v_{i1}, v_{i2} \) have the same colour
  and are a triple in \( G' \) and \( v_{i1}, v_{i2} \in WV \).
  \( WV = WV - \{v_{i1}, v_{i2}\} \)
  \( j++ \)
  if \( v_i \) and \( v_{i1} \) have different colours in \( G' \) then
    \( m_j = 0 \)
    add edge \( (v_i, v_{i1}) \) to \( E' \)
  else
    \( m_j = 1 \)
    add edge \( (v_i, v_{i2}) \) to \( E' \)
  end if
end for
return \( M = m_1, m_2, \ldots, m_j \)

V. THE QPI ALGORITHM

The QPS algorithm is an improvement on the QP algorithm, in terms of extractability, however the QPS algorithm has a very low data-rate. Zhu et al. [25] proposed a further
improvement which they call the QPI algorithm. The QPI algorithm changes the definition of the nearest vertices \( v_{i1}, v_{i2} \) to \( v_i \) and the original QP algorithm used cyclic mod \( n \) order for numbers 1, 2,..., \( n \), while QPI uses 1 < 2 < ... \( n \).

**Definition 5.** Two candidate vertices for the QPI algorithm [25]: for a vertex \( v_i \) of a graph \( G \) with \( |V| = n \) and a colouring of \( G \), \( v_i \) has two candidate vertices \( v_{i1} \in V \) and \( v_{i2} \in V \) if \( i < i_1 < i_2 \leq n \) and vertices \( v_i, v_{i1}, v_{i2} \) to \( v_i \) have the same colour and \((v_i, v_{i2}) \notin E\); furthermore, \( \forall j : i < j < i_1 \) and \( \forall j : i_1 < j < i_2 \leq n \), vertices \( v_i \) and \( v_j \) have a different colour.

The QPI embedding and extraction algorithms (see algorithms 5 and 6) uses a new definition of candidate vertices, coloured triples and also changes the vertex colours. Figure 10 shows the example interference graph from figure 6 with an embedded watermark. We find the candidate vertices from the original graph, then compare the colours in the watermark message. We then change the embedding the second bit we leave the marked graph. For example, vertex \( v_0 \) has two candidate vertices \( v_3 \) and \( v_4 \) - these are the same colour and aren’t connected to \( v_0 \). As with the previous algorithms, we add an edge between \( v_0 \) and \( v_3 \) because \( v_3 \) is the second candidate vertex and the watermark bit is 1. Then we change the colour of \( v_4 \).

After we change the colour of \( v_2 \) in the process of embedding the second bit we leave \( v_2 \) without any candidate vertices. We therefore skip vertex \( v_2 \) and move on to the next vertex with candidate vertices.

The QPI extraction algorithm requires the original interference graph and the watermarked graph in order to extract the watermark message. We find the candidate vertices from the original graph, then compare the colours in the watermarked graph. For example, vertex \( v_0 \) has two candidate vertices \( v_3 \) and \( v_4 \); \( v_3 \) is the same colour in the original and watermarked graph, whereas \( v_4 \) is a different colour - the watermark bit is 1.

The QPI algorithm is an improvement on the QPS algorithm with an increased data-rate and it has been shown that QPI algorithm is extractable, unlike the original QP algorithm [25].

**VI. THE COLOUR CHANGE ALGORITHM**

The Colour Change (CC) algorithm [29] is another improvement on the QPS algorithm. In the CC algorithm the colouring function is modified to embed a message, rather than modifying the interference graph; the modification only occurs for 1 bits but not 0 bits. The data-rate of the CC algorithm is higher than that of QPS and QPI because each vertex in the interference graph can store 1 watermark bit.

Figure 11 shows the example interference graph (from figure 6) with the watermark 10110101010_2 embedded; for clarity, the vertices are annotated with the watermark bits.

The first step in the CC algorithm is to colour the interference graph to obtain the colouring function \( \gamma \). We then adapt the colouring function \( \gamma \) to produce a new colouring
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**Algorithm 5 QPI embedding algorithm**

Input: a graph \( G(V,E) \) and a message \( M = m_0m_1...m_k \)

Output: a graph \( G' \) with embedded message \( M \)

\[ n = |V| - 1 \]

\[ G' = G \]

\[ j = 0 \]

for all \( i \) from 0 to \( n \) do

if \( v_i \) has two candidate vertices \( v_{i1}, v_{i2} \) then

\[ j++ \]

if \( w_j = 0 \) then

add edge \((v_{i1}, v_{i2})\) in \( G' \)

change the colour of \( v_{i1} \) to a different colour from the current colors used in \( G' \)

else

add edge \((v_{i1}, v_{i2})\) in \( G' \)

change the colour of \( v_{i2} \) to a different colour from the current colours used in \( G' \)

end if

end if

end for

return \( G' \)
Algorithm 6 QPI extraction algorithm

Input: an unwatermarked graph \( G(V, E) \) and watermarked graph \( G'(V', E') \)

Output: a message \( M \)

\[
\begin{align*}
\text{n} & = |V| - 1 \\
\text{j} & = 0 \\
\text{for all} \ i \text{ from 0 to } n \text{ do} \\
& \text{if} \ v_i \text{ has two candidate vertices} \ v_{i1}, v_{i2} \text{ in } G \text{ then} \\
& \quad \text{j}++ \\
& \text{if} \ v_i \text{ and} \ v_{i1} \text{ have different colours in } G' \text{ then} \\
& \quad m_j = 0 \\
& \quad \text{add edge} \ (v_i, v_{i1}) \text{ in } G' \\
& \quad \text{change the colour of} \ v_{i1} \text{ to a different colour from the current colors used in } G \\
& \text{else} \\
& \quad m_j = 1 \\
& \quad \text{add edge} \ (v_i, v_{i2}) \text{ in } G' \\
& \quad \text{change the colour of} \ v_{i2} \text{ to a different colour from the current colors used in } G \\
& \text{end if} \\
& \text{end if} \\
\text{end for} \\
\text{return} \ M = m_0m_1...m_j
\end{align*}
\]

The Colour Permutation (CP) algorithm uses a similar idea to the CC algorithm, as they both change the colouring function for an interference graph to encode the watermark bits. The CP algorithm converts the watermark bit string into a natural number \( M \), and then chooses the \( M^{th} \) permutation of the lexicographically ordered colours to replace the original colour. The algorithm uses the relationship between the factorial number system and lexicographically ordered permutations to obtain the \( M^{th} \) permutation.

The encoding algorithm is shown in algorithm 9. The published extraction algorithm is incorrect and we provide a corrected version here (algorithm 10).

The data rate of the CP algorithm is proportional to the number of colours \( c \), given by \( \log_2 c! \), whereas the data rate of the CC algorithm is equal to the number of variables used. We can therefore only store two watermark bits in our

<table>
<thead>
<tr>
<th>Colour</th>
<th>Encoding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yellow</td>
<td>1</td>
</tr>
<tr>
<td>Blue</td>
<td>2</td>
</tr>
<tr>
<td>Red</td>
<td>3</td>
</tr>
<tr>
<td>Green</td>
<td>4</td>
</tr>
</tbody>
</table>

Table I

<table>
<thead>
<tr>
<th>Vertex</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma )</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>( \gamma' )</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

Table II
Algorithm 7 Colour Change embedding algorithm

Input: a graph \( G(V, E) \) and a message \( M = m_0m_1 \ldots m_k \)

Output: a colouring function \( \gamma \)

\[
\begin{align*}
n &= |V| - 1 \\
\text{if } n < k \text{ then} & \quad \text{abort('embedding failed')}
\end{align*}
\]

\[
\text{else}
\]

\[
\begin{align*}
\gamma &= \text{ColourGraph}(G) \\
\text{for } j = 0 \text{ to } n \text{ do} & \quad \text{if } m_j = 1 \text{ then} \\
& \quad \text{find smallest } i \text{ such that } i \neq \gamma[j] \text{ and } i \neq \gamma[j'] \text{ for any } j, j' \in E \text{ such that } j' < j \text{ or } m_{j'} = 0 \\
& \quad \gamma[j] = i
\end{align*}
\]

\[
\text{end if}
\]

\[
\text{end for}
\]

\[
\text{return } \gamma
\]

Algorithm 8 Colour Change extraction algorithm

Input: a graph \( G(V, E) \), graph colouring function \( \gamma \)

Output: message \( M = m_0m_1 \ldots m_n \)

\[
\begin{align*}
n &= |V| - 1 \\
\gamma' &= \text{ColourGraph}(G) \\
\text{for } j = 0 \text{ to } n \text{ do} & \quad \text{if } \gamma[j] = \gamma'[j] \text{ then} \\
& \quad m_j = 0 \\
& \quad \text{else} \\
& \quad m_j = 1 \\
& \quad \text{end if}
\end{align*}
\]

\[
\text{return } M = m_0m_1 \ldots m_n
\]

The CP algorithm has the advantage that it will never introduce a new register; however, this means that the program must already use a large amount of registers in order to embed a large message. The CC and CP algorithms cannot embed a watermark consisting of all zeros.

**VIII. THE SELECTED COLOUR CHANGE ALGORITHM**

Li et al. [33] proposed a more efficient algorithm based on the CC algorithm which they call Selected Colour Change (SCC). The SCC algorithm is very similar to the CC algorithm, however, the efficiency increase is obtained by only changing the colours of either the 1 or the 0 bits, but not both. If the occurrence of 0 bits is higher than 1 bits in the watermark then 0 bits are changed; otherwise 1 bits are changed. The choice of which bits are changed is stored in a virtual vertex \( v_{-1} \) to allow the embedding algorithm to extract the watermark.

Figure 13 shows the example interference graph (from figure 6) using the SCC algorithm 11 to embed the watermark \( 1011011010_2 \). We change the colouring function for the 0 bits because the watermark string contains four 0 bits and six 1 bits; we also set the virtual node \( v_{-1} \) to 0 to inform
the extraction algorithm of this. We change the colouring function in the same manner as the CC algorithm; that is, we choose the lowest possible legal colour as the replacement.

For example, the first bit to embed is 1 therefore we do not change the colouring function for vertex $v_0$. However, the next bit is a 0 therefore we so we change the colouring function to output a different colour for $v_1$. We choose red because $v_1$ is connected to two yellow vertices and $v_1$ is already blue (see table I for colour encodings). Table IV shows the output of the original colouring function $\gamma$ and the new colouring function $\gamma'$ obtained using the CP algorithm.

![Image of the interference graph with embedded watermark using the SCC algorithm](image)

Table IV

<table>
<thead>
<tr>
<th>Vertex</th>
<th>-1</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$</td>
<td>null</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>$\gamma'$</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

In order to extract the watermark we observe the value of the virtual vertex $v_{-1}$. If $\gamma[-1] = 0$ then we assign a 1 to each watermark bit $m_j$ where the original colouring for a vertex $j$ matches the new colouring and a 0 bit if they differ. Otherwise, if $\gamma[-1] = 1$ then we assign a 0 to each watermark bit where the original colouring for a vertex $j$ matches the new colouring and a 1 bit if they differ (see algorithm 12).

In our example $\gamma[-1] = 0$ so we assign a 1 to each watermark bit $m_j$ where the original colouring for a vertex $j$ matches the new colouring and a 0 bit where they differ.

Li et al. [33] evaluate their SCC algorithm and compare the results to the QP, QPS and CC algorithms. They conclude that their SCC algorithm is equivalent to the CC algorithm in many ways, including data-rate, stealthiness and cost. They suggest the SCC algorithm is more efficient than the CC algorithm because it doesn’t change all the colours in the interference graph; however, it is not clear how much the efficiency increase affects watermark embedding in real-world programs.

**Algorithm 9 Colour Permutation embedding algorithm**

Input: a graph $G(V,E)$, a message $M = m_0m_1...m_k$

Output: a colouring function $\gamma$

1. $n = |V| + 1$
2. $M = \sum_{i=0}^{k} m_i 2^i$
3. $\gamma = \text{GraphColouring}(G)$
4. $c = \max(\gamma[0], \gamma[1], ..., \gamma[n])$
5. $k' = \lfloor \log_2 c! \rfloor$
6. if $k' < k$ then
   abort('embedding failed')
7. end if
8. for all $j = 1$ to $c$ do
   $r[j] = M \mod (c - j + 1)$
   $M = M \div (c - j + 1)$
   end for
9. for all $h = 1$ to $c$ do
   $u[h] = false$
   end for
10. for all $j = 1$ to $c$ do
   $cnt = 0$
   for all $h = 1$ to $c$
   if $u[h] \neq true$
   if $cnt = r[j]$
   $u[h] = true$
   $p[j] = h$
   break
   else
   $cnt = cnt + 1$
   end if
   end if
   end for
   end for
11. for all $j = 0$ to $n$ do
   $\gamma[j] = p[\gamma[j]]$
   end for
12. return $\gamma$

IX. FINGERPRINTING VIA REGISTER ALLOCATION

Qu et al. [34] proposed a modification to the QP algorithm for fingerprinting. Fingerprinting is a class of watermarking which embeds a unique identifier into each copy of the software (or music, or films, etc) which allows the origin of the stolen intellectual property to be identified.
Algorithm 10 Corrected Colour Permutation extraction algorithm

Input: a graph $G(V,E)$, graph colouring $\gamma$
Output: a message $M = m_0 m_1 ... m_k$

$n = |V| - 1$
$\gamma' = \text{ColourGraph}(G)$
$c = \max(\gamma[0], \gamma[1], ..., \gamma[n])$
for all $i = 1$ to $c$
do
$\gamma[i] = \gamma[i]$
end for
for all $i = 1$ to $c$
do
$u[i] = \text{false}$
end for
for all $i = 1$ to $c$
do
for all $j = 1$ to $c$
do
if $u[j] \neq \text{true}$ then
if $j = p[i]$ then
$r[i] = \text{cnt}$
$u[j] = \text{true}$
break
end if
$\text{cnt} = \text{cnt} + 1$
end if
end for
end for
$I = 0$
for all $j = 1$ to $c$
do
$I = I \times j + r[c - j + 1]$
end for
$M = "\ldots"
while $I > 0$
do
$M = M + (I \mod 2)$
$I = I \div 2$
end while
return $M$

The generic approach proposed is to generate $n$ solutions to a graph colouring problem and assign a given solution to one customer only. This approach guarantees that each customer will be able to be uniquely identified by the register allocation generated by their unique interference graph colouring.

X. QP ALGORITHMS AND PUBLIC-KEY CRYPTOGRAPHY

It is advisable to encrypt the watermark message before embedding to prevent an adversary from extracting a watermark, even if they know the extraction algorithm. For example, if an adversary obtains a program which they know contains a watermark embedding with the QPS algorithm they can simply run the QPS extraction algorithm and obtain the watermark; they could then claim that they inserted the watermark. Jian et al. [35] propose a technique based on a combination of RSA public-key encryption [36] and the QPI algorithm [25]. Simply, they suggest that the watermark bit string is encrypted before being embedded. If an adversary extracts the encrypted watermark they will not be able to decipher it, if the encryption is strong enough.

XI. CONCLUSION

The QP algorithm has been shown to be unextractable [22] and an implementation of the QPS algorithm has shown that the algorithm has a low data-rate [37] and is highly susceptible to semantics-preserving transformation attacks [24]. Any other register allocation based software watermarking algorithm will also be susceptible to semantics-preserving transformations. More specifically, any transformation which alters the interference graph or register allocation will easily remove a watermark.

Register allocation based algorithms maybe be stealthy [24], as they do not add any extra code, but we do not
Algorithm 12 Selected Colour Change extraction algorithm

| Input: a graph $G(V,E)$, graph colouring function $\gamma$ |
| Output: message $M$ |

$n = |V| - 1$

$\gamma' = \text{ColourGraph}(G)$

\textbf{if} $\gamma[-1] = 0$ \textbf{then}

\textbf{for} $j = 0$ to $n$ \textbf{do}

\textbf{if} $\gamma[j] = \gamma'[j]$ \textbf{then}

$m_j = 1$

\textbf{else}

$m_j = 0$

\textbf{end if}

\textbf{end for}

\textbf{end if}

\textbf{if} $\gamma[-1] = 1$ \textbf{then}

\textbf{for} $j = 0$ to $n$ \textbf{do}

\textbf{if} $\gamma[j] = \gamma'[j]$ \textbf{then}

$m_j = 1$

\textbf{else}

$m_j = 0$

\textbf{end if}

\textbf{end for}

\textbf{end if}

\textbf{return} $M = m_0m_1\ldots m_n$

recommended them for protecting software due to their low-resilience to attacks. However, academic research continues in this area with the latest register allocation based approach [33] published this year.

We believe that further research should instead focus on dynamic software watermarking techniques which, in theory, should be resilient to semantics-preserving transformations; thus providing a robust technique for the protection of software.
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Figure 14: Evolution of Register Allocation Based Software Watermarking. Oval shapes represent new algorithms, while rectangular shapes represent evaluations.


